
# Least Square Approximation
Conder: want to seve Ax =b. Maybe there's no solution... but we
want x* sit.approxunate solution.

Ax* is as close
aka inconstert

Best approx theorem:
UE W closest to u is projw v

to b as possible.

if W subspace in R" and veR",

find x*,
b-Ax"€ (colA)d
want

Ax* = proj collAs b. Vie-minimise b-Ax*
b -Ax* € mil (AT).

AT (b-Ax*) = 6
Ab - ATAR* = 6

A™b= ATAx*

think about ester ert. b-Ax
the normal equation for Ax=bhas solition

# Regression application

Suppose we have exi, yal

I wt mininise

and expect yi=mxi+b
b

= inconsistent, but still wait
solition

Ab = 16

Is Normal eq: A"b= ATAx*
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Let Aman, bet", then there's at least a least square sol to Arab.Moreover:
". X* is ISS.
2. If cals of A

ATAx* = ATb
him. indep. then it is unique.

If A has lim indep
At = (ATA)'AT is the pseudoinverse of A

A invertible » Ax =b has unique sol *= A'b.
in indep cok a As =6 has least seware sol X*=Ab
A invertible At = (ATA) 'AT = A' CATS''AT = AT
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