
Prenequisits: combinatorics, calculus...
Homework: digest. develop gut feeling for probability
# Topic specifas

- Combinatorics prodems trickly to translate into moth
#How to follow class

= Go lecture
- Review notes, before next let I before homework
• Some memorisation
- Stuck → try. little hints

Space
Sall possible outcome 3 Probability distribution aka measure.aka weight aka mass

but not altays defending event often ass (2),
- relevance, maybe only come FCP (2) is relevant- some not admissible for technical reason

Collection of subrets of 12, "events"

'P: F → 10, 11A → PIA]
with a perties
2. A, B dijont and PLUES = PIAS+ PIBI Jadeivity

: (ont of tune)

Lec I

# Probability



Binary experiment Rain or No Rain52=20,13

A die
22 = £1..., 63
Event

1 or 2 or 3 or
A = 52,4,63 ≤ 1
I If amy of 2.4.t occuned, we say " A oxcured"

ock price: 10. 17 → 1+3

Ex

Ex 4 or 5 or 6

Ex Stock



requirements

$, 52 € F...
o-addictivity

L PIAUB] = PLA] + PiBI= like adding area, volume,fAB = $

→ Mass amalogy of probability « Both can have uneven distribationboth addictive
We require:

E Numberable by naturas number
P is Countable addictivity (aka 0-addictivity)

# A., As,... dijont, then PIAN] - EPCAN) = lim EPCAN
P is probability measure viz. PER] = 1
F is approprite subset of PLD)... requires $,SEF but also:

countably many set theory operations- closed w.r.t
(on elems of F)

"o-algebra" or "o-field" complement, union,

(2, F, P) Hum... why not just
model with just 2 and P?

possibleoutcome the events

# Discrete models

Assume / defure:- I countable
- F = P(R)

( fmite or countably infinite )

Elemental events
aka singleton

Take any event A, PLA) = PLINEA BUNS] =
P is completely determined by all the pa

Lec 2

#Count.

22
P mass

Call it intersection

presente

Then...

(Epk=1)

EPEEWASI



Ex. flip coin n times
в с мал 040133 = 8015°



# Diserete model (cont.)
prob for indio. outcome

1= PIEwks] = pk" Now we have to specify this

Fair indep. coin flip N times - pr= I
by sumery cach oncome equally whely is uniform dist.

Ntimes

72/

For A. BEF,
# Modified model

A and B are indep. # P(AnB) = P(A) P(B)

set N=A.
But we also

- non-discrete
2 = 2(7,,
P LEw.3] = 0 = lin I E

want EPIEW.31 = 1

71,...>|XiEGO, 133 « Not countable

Is not countable, this doesn't make sense

Aside provina 22 uncountabe. Suppose it's countabe so 52=2w,,... 3
Let y sit. y f we for all wres 'I just flip kith bit of wok)

PLEW = (x.....)/x=13] = $Alt not, )
PI ( 1, 0, *, 1, 7, ...)] = 8

singletons

these etc. imples muque P

Lec 3

Ex.

:
Def

(1, *, *,..

PIEW.31.



But F= P(S) also breaks here
Instead, F = 0 (& CK., X2,..., Xn, ...) | n»13)

Ex. Continuous roulette

f=...
P[Er3]

r € [0, 1)

=O @ countable



(random walk (RW))

Consider
deterined particlemoung,Il or -1 on number lme

by independent fair coin toss

wa,...) wi = £-1,13}

15660=2
=£-1,13%

=EW = (wo, us,...) | WiET,
w00=0, wi- Wit| =1 3

Notation, random variable
XoCw):=O - not random yetХк (W) := шк for k»1
L random variade for direction

taken at stepk:looks like a function!
# Random variable

deterministic function X: 12 → (RI Rd|...)Def
Notice... X(w)

this is random?!

what's probability -nemen?
2n.

Notice a pattiAs 1 Leitere
En

→ PIS, = 1] = 0 there's parity going on

Suppese ie step losin a tunes insectaride, San ==, - 2k

Lec 4

#Cont

Ex.

3

22 = {co= (w,,

2
^

-2
-3

2 3 4 6

So(w) = 0

Ex. PISn=m] f.s.



San = 2n-2k =2m
→ k =n-m

So we want w st. (w,...., want has & step downs.
So (nim) out of aim possible prefixes

But... {-1,15~
Well we just want ASS sit. A has the prefixes we want.
Say 2n34 e.g. Aj.ja = EC1, -1,1, -1,PLAj.ja] = Jen.
PI Sen = 2m, 7 = I PLAj je] = E=m

*,*,...) 3
Kji= 2, je=4 in exampe

for Kji-jutak

jainsan
disjount nion =(2)(1)

notation

# Independent

Ihm R random vars X and Y independent
→ YA.B SIR, the event ExEA3, EyEB3 independent

EwIX(W)EA}

We want

j... jis

U Aj..jk



# Independent

Def 4к, л, х, у. РІХк=х,
More generally, Xx....., Xike

Х, =y] = P[X=×]PIX=y].
independent if

PEX, eA..... Xue EAe] = T PIXE; -A,] V...e, .

Write S. (w) to not specify k, so it's a raudom path.

# Usefulness of looking at infinite system
Given lange enough system and

sufficient

something depending on many of these systems may become deterministe

Ex. Air bumping almost randonly Statistical mechanics
Pressure, temperature... stable
Almost deterministic

most moledules don't interact.
high independence

independence between components,

Ex. Flip fair coin enough of time → 50% head 50% tail

lim PET] =1
"Asymptotically approaching 1

Then This is the weat law of lange mumber CwhN)
Then strong IN (SLLN)
Consider N=0s instead...

fixed tolerance so

f so it becomes deterministic

so fluctuation in Sulw) is lower than n

Lec 5

Recall RW

Sn(w) =
kith thip

k=l



(1 s) in(1-8) 4m)
4(n) = fIn loglogn (n=2)
fluctuation of random walk

P[EW| Su(w) > (178) 4(n) as of the time 3] = 0
P[EW| Salw) > (1-8) 4(n) as of the time 3] = 1

# Consequences of o-addictwity
A, BEF in a (I, F, P) system, then.
→ PIAIB] = PIA] - PLBI

F BU (AIB) = A 1
2. BCA > P[B]S PIA],
3. PIA'] = PERIA] = 1= PLA]
4. PLAUB] = PLA] + PIB] - PIANB]
6. P is monotoneons contumous. Let

PENAL] = liM PIAN]

so P is monotonically increasing

= PLA « (BIA)]
A, SAzS... =12

Consider

Suppose
I. BSA



Lec 6 Disjout Finite

# Uniform dist for disjout funte
→ is disjont funite
P is miform dist
So PIA] = SEA PIEWS] = ID

# Permutation

Ex. arrange 52 cards.

so PIEWS] = InI

TOI SEA 1 = TAI

Mathematicaly... we can mode by 1: £1,2,.., n3 → 11,2,..., ns,
each It beng a permutation. orig position new position
Notice It is bijective.
Then set of all perms is Sm= ET: £1,2,., 13 = E1,2,.,

ISnl =n!
n3| I bijective 3

# Power set size

n3) | =2"
¿0,13"

120, 131 =2".

#Choosing size i subset
lE ASEnI| IAl =k31
n(п-1)- .(n- (k-1)) =(n-t!? Nope... we picked in ander

* concoration
Ex. choosing two subsets

st. A,, Az are distinguishable y Ambi not stings tate, and

Let n=S2

1P(21, 2,...,

P( In]) biject

(1) = и!
(н-к)! К!

In]

ALK. Az



(r"s) Meter us choosingmultiple subsets

#Partitioning

Es potion ed i eye one at uned the set
Case on possible partition sizes

1.2,2,2 → (2.2,2)

4.1.11 = (4

3,2,1.1 = (5.2)

But...

=



# Partition continued Not enumerated

a: how many ways to split i things into k non-empty partitions
want k non-empty

disint but union to
subsets with non-1 size that are

everything

..in oh... countie this ition.this is hopeless. brute force. No
reduction: fignre out all possible size distribution, count

1.2,2,2 * (2.2.2) or °(222,) =
(4) or
82) a °(3.2,1,1) =

4, 1, 1, 1 →

3,2,1, 1 → (

3!
3: ways to over count

Now look at random partitions of
D= all the possible partitionsP= uniform dist
Q: What's PIEl, 2,33 in some partition 1

3,2,1, 1 → (4)
(4)4, 1, 1, 1 →

121 = 350 = 2=

# Card games
Dack of 52 cards &1,..., 523

Suppose 4 players each 13 cands-whether to enumerate depends on content?

Lec T

we

each.

n=7 k=4.



= all perms of the s2 cards
PIEWS] - SA!unform

player

Let k= all
P[HE(w),

hand of and player
= K] = PLEW I Ha(W) = K 3J

call it A

€ £2-13-,

2 shuffle
P shuffle

[52]

1

2

"
3

hearts.

4

= 1A121

Counting А : 13 choice12

( 39
13 13 13 3! ?

39! 13!

= 39! 13!
51!



#Card shutling (cont.)
2= E permutationsP= uniform dist.
Consider the dist.

Most likely:

of deck of 52 cards 3

→ 2-1-1-0? — The actual typical... higher entropy

Consider A = {2-1-1-0 distribution of As 3

Sysmetically counting

I intered players

Br SAER
= 5x! = (13) 2. (13). (13)

(3) -2 ways to isert other cards
(13)

P 4 ('3)
Let T beThen A = By
PLAI=

To count
1. Choose

= ITI PIBr].
Irl...

who gets 2 A's and who gets o
who gets 2
who gets o

2. Decide where As go
I choose 2 for one player
" permute other two I choose I for another

(4)(3) =12

- (4)(3) =12

Lec 8

→ 1-1-1-1

of As.

Concrete
Toy ex.

Players
Cardes

1 3 4 Symbol

Notue
:

P[By]
52!

-481

Conarder Player 1. = - -
3

- - - -

all possible symbols like o

P(Br]

- Choose
"Choose



So IT| = 123
PIA] = 12 • PIBr] = 13 12 48 2 0.57



Conditional probability

# Conditional prob
Given a priors model (1,

' nor suppose we saw BED
P)... We know nothing
occured... build a posterior (R', FiP')

We must be in here

n' =
F'= {AnBIAEF} Let A = AnB

P(A')P(Di) = Note this requires P(B) > O

5 New posterour(2, F, Q)
complicated...
molete only update t

Q(A) = = P(AIB)

Claim Q is prob. measure
Q(AIB) v

Q (2) = P(AnB) = 1

= PESS EP (Arn B)

8-addicturty

Lec 9

F,

P'(A) =

But

P(An B)
P(B)

that's

P(AnB)
P(B)

P(B)

k РСВ)



is conditional prob measure of P on B

Cousy P(B'I B) =0
P(AUCIB) = P(AlB) + P(CIB) - P(AnCIB)
P(A'(B) = 1- P(AIB)
P(AIB) = P(AnB) # P(AnB) = P(AIB) P(B)

* P(ВлА) = P(BIA) = PCA)
→ P(BIA) = PLAIB) PCB)PCA)

weather.

= cord rain prediced serenay
PCA|B) probates P(A)

# More partitioning
2 = * BK

P(A) = {P(AnBK)
=EP(AIB*) P(Bx)

exhaustue scenarios BEs
and PCATBK) can help fund P(A)

This looks like...

weighted aug of conditional probs.

Now what of we

# Pk-ax =1
-weighted average

P (B;IA) = P(AIB;) P(B; )
P(A)

P(AIB;) P(B; )
EP (AlBR) P(Bx)

Nota PC•IB)

Ex.

, NEO
B. 'Ba



Ex. Getting tested positive on some medical test
→ Look up reliability of the test
Pretend we don't know test result yet. We want

We could fund

to fund P(DIT)

no disease DE P(DIT) = P(DIT)
disease D

PCTID)
P(T'IDS)

=99%
=97%

positive

P(T)
P(D)

negative



Conditional # Random Variable

#Recall disease test

Ex. Getting tested positive on some medical test
→ Lock up reliability of the test
Pretend we don't know test result yet. We want

We could fund

to fund P(DIT)

no disease de 1 P(T)We want P(DIT) = PCTID) P(D)

Imperative ways give testsee how
many gets posituve

from googling

P(DIT) = PEDATI = P(TID) P(O)

P(TID) P(D)
P(TID)P(D) + P(TID') PLDS)

another test
The two tests are ideally independentbut usually not really.

ТС= 97% T =3%

D=01%

Lec 10 Proo.

disease D
P(TID)
P (TID') =99%

=97%

positive

Realiability
Specificity

negative

P (TID)
P(T'ID')
P (D)

= 99%
=97%
=0.1%

PET]

Intuition

P(T)



P (Tz IT.) > P(Ta)
Usmally more likely
to as dinare theyto be positive ¿ Conditional independence!

Assume T., Te independent w.r.t. P(• ID)

#Random variable

Random variable : function X: 12 → S
denote Mux)

let 9 be
Notat. P[XEG]

on S
= P[EW|(W)EG3]=PIX'(G)]

all w that mapsG by X

Thas is irel, a prob

(s, G. Mx) acts like
another rondom syster

# Special case: X is discrete
EXCw)|wEs 3 is countable

=Ex....., xn3 are possible
Naturally we consider PIXx=xx] =: Pk

X discrete →

#Consider 2 tests. T.. Ta

& their dist (

for some set S

o-fuelds

Probif
unto
=Mx (G)- This

values



Notice X=Xx disjount for Is and every w goes to some Xx.
so 1 EX=x:3 = 2 Epk=1

Discrete point measure

then Mix (G) = {PIX=x*]

Consider n coin flips
X. ... Xn

head prob p.

Want P LSn = k]

xx <
"Hof is in a flips

=p* (1-p)'-* (7)

kE Sn = £0, 1,..-, n3
each outcomes have different prob

Notat Sn ~ B(n. p)
Distrebuted

#Binomial

=£ Px

Dist.
XXEG

B(n,p). with
P
1-P

Well...



# RV cont.
(12, F, P) 2% S
Mx (G) = PIXEG] = PLEWIXCW)EG31 = POX'(G)

SEGEG

G« subsets ofs, a o-field

→ phx is a prob measure on(2, F, P)
• Ptransferred over

(S, G) structuné?to M, (S, g) retains

(s, g, px)

A Note this requines #GEG, X'(G) EF. This is usually assumed.

Mix is the distribution of X w.rt. Pand a prob. measure on (S,G)
Def X is discrete → EXCw) | WE D3 = Ex.,..., Xn3 SS is countable

Then it's
M (EXx3) = P[X= Xx] =px
→ PIXEGI = PI (EX=x3] = EPIEX=×37 = EPE

# Example dist.

Distribute 13 of 52 cards to I player P., consider the hand
3

sufficient to look at prob of singletons

2= E all perms of 52 cards
F= EASE,..., 52511A1 = 133

X: D→S by taking first 13 cards, putting it inside a set,

Want Mx.

and giving it to P,.
Let A be some subset of 21,...,

X=A = 13! 39:Mx (2A3) = PLx = A]=
PLEW X(w) = A 3,]

Count this

Lec 11

Def

523, 1Al = 13

1221 52! (83)



But any such A will yield this result. So fex is uniform.
# Ex. random vars

@binomial B(n, p)
X.....Xn

= independent, identical dist.iid - B(p) = To up

PISn=kI = (1) p*

X, X2 ... ila ~ B(p)
T(w): = min {kal| Xx(w) = 13

Inden of the furst 1
Waiting time for first success

0 0 0 10 1 1 0...
Taw) = 4 = min $4,6,7,...

Notice T(w) € Nt

H+ (2k3) = pK = PIT= k]
= PLEX, = 03 ^ EX= =03n...^EXK==05^EX*=13]
= PLEX, = 03]P[EX= =03] ... PLEX-I=03]P[EX*

=(1-p)k- p

sanity check all po sum up to 1:

Negative Binomial
X,...Xn iid T P
Fix I En.
Twas time until uth success
Want PITn=k1 for some kzn.
PET=K] =p" (1-p)E-n (==\

TEn C-pit'p

00100101
want I suck before k

(1-p)"-k

3

= 13]

3nd



4 Poson dist. X= 20,1, 2,... 3

PIX=k] = e^ 7-Porson (1)



Expected Value

Given some discrete RV XE.

simplification, reduction

* Attempt 1 - weighted ang

Ps Pa WCx) = pix, +pixa+pix=+ paxu = I PARK
Yo weighled ang

# Attempt 2 — prediction with least square error
1X(w) - b1

Idea: want to replace X with a single, deterministic number.

= b = Error =
min (X(w) - b|

Try bER
Then the mineniser bo is optimal pred.

Fact bo is unique

men W(1X(W) - b17)

# Attempt 3 — Statistics

Take many samples XI, X2 , ...
Take average

By law of lange numm...

ind with XenX

- £ Xxew) → c3] =1
to some constantconverges

with probobility l

# Expected val

Turns out attempts 1 = 2 = 3. Define EIXI = WCX) = b. =c

Lec 12

7, Xz Xs

Prediction

Want bER



#Properties of expected val
EL] to be fune ou RUs
EL]: ERVs3 → I-0, 00]

Note not every RV exp. val. eg. when we need

1. Exp. val. is extension of prob. measure

Let AEF, lAL = TO I WHA
fweA

ELlA(WI] = 1. PLIA = 1] + 0•PEIA =0]= PIA]

So (2. F. P) automatically generates E

« indicator RV

2. El.] is hear

carry over:
- o-additivity
- monotone

integral w.r.t. D"

ELX +Y] = ELX] + ELY]
ELCX] = cELX]
Proof EIX+Y] = L z. P[X+Y = z]

z. PIX=x, Y=y]

=E(xy)PIX=x, Y=y]

=# (xy)PIX=x-Y=y]
= I*EPIX=XY=y]
= EX + EY

Consider

has -astos

cont.

ZE Im(X+Y)

x+y= z

y€Im

:



3. w, Х(w) > YCw) > EX> EY
Proof ELx-Y] = EX- EY

monotone cont.

Thm (05 X, (w) 77w) → EL lim? Xu(w)] = lim E(Xn)#
#E of binom dist.

Sa B(n, p)
Try sis=

I k(E) ptCr-p)"-k

ES = E EXe
=up

4. EL.]

ES =



linear, monotone

EIX] € 10, 0]

If X is not always positive,

# Describing spread
= б

E(X)

we cam say X=X* -X
Then E[X] = E L×*] - E[X]
E(X) € [0, 00]
E(X) € 10, 0]

Note if E(X) = E(X) pas
E(X) not well

var (X) = 0 (x) =0° = Variance

o := yvar (X)

Variance properties
@ var (aX) = a' var (X)

square error

= Standard deviation

Lec 13

# Recall...

ELX]

If X>0,

, this is ok

defried

1x

E(X)



@ E[(X(w) - E(X))] = E[ X' + (E(X)) - 2(E(X))x]

= EIX'] + E[ CE(x))] - 2(E(X)) E(X)

= EIX'I - (E(X))'

Transformation formula

ELg(x)] =
g:R→R

g(x). PLX = ×]

y.P(g(x) =y] = by definition

showing they are equal

So var (X) = E(x) - (EX)*
Consider g(x) = x

Eg(x). P[X=*1 = E g(x) PIX=×]

yP[X =*]

1PIg(X) =y]

= works
x€Im(X)

=
y € Im(g(X))

- у

*EIm(X)

Im(X) Im (g(X))

yE Im(g(x))

=>
xe g'Ly}]

SEIN(G(X))

yEIm(g(X))

xE g'(sys]

PIX=×]

=>
yE Im(g(X))



Assume EX = E Y =0
var (X+Y) = E [(X*X)'] - (EL*+YI)

= EIX'] + ELY'] + 2 ELXY]
= var (X) + var (Y) + 2ELXY]

Observe var (X+c) = var (X)
E(X'+C+2XC)- (E(X+C))"

...= var (X)

Then var (X +Ỹ) define X=X-EX= var (X+Y + EX + EF )
= var (X+Y )

=var (X) + var (Y) + 2E (XY)
= var (X) + var (Y) + 2E[(*-EX)(7-EF)]

Covariance CouCE, F)
= var (ã) + var (7) + 2 Cou (%,%)



# Recall varance

var (X) = E[ (X-Ex)'] = E(X3) -(EX)

Observation: var (X) doesn't depend on EX.var (X) = var (ñ) = EI*=]
# Covariance

cov (XIY) = E[(X-EX)(Y-EY)]

as function is symmatric and bilinear
linear for each angvar (X) = cov (XIX)

Ex. S = £ XK
var (S) = cov (EXI I EX;)

= E cou (X* 1 Ex;)
= EE cov (X*IX; )

= IE cou (X.IXX) + E, cou (XXIX;)

= I var (Xx) + 22 cov (XKIX;)

#Variance of sums of indep variables

Def X.Y independent → VA,BER , EXEAS, EYEB3 indep.

* for discrete X.Y,

PIXEA IYEBI = PIXEA]
P[X=xx, Y=ye] = P[X=xx]P[Y=×2]

Lec 14

Observe cov (-1.)
Observe

k=l

k=J

→

Vk. e.



# Expected value of product
E[XY] = L XEyL P[X=XK, Y=ye] Notice

cov (X1Y) = E(XY) - EX-EY

ELXY] = E[(Exx•1
y Indicator func

only if both indicators are 1, the inner is Xryc. Else it's o

indicator for X^Y

Special case: consider independent X, Y.

ELXY ] = 74 x*•ye PIr=y]PIX=**]

=≥** PIX=*+] • Zy'PIY=ye]
= E(X) • E(Y)

#Back to covariance

If X.Y, Xx
cov (XIY)

independent »
= E(XY) -EX. EY
= EX. EY-EX. EY

Note t is not true

uncorrebated.

So var (EXk) Evar (X) +0

Consider

=X(W)

=



#Variance of distributions
• 5~ B(n, p)

S~S:=
ES=^P
var (Sy = var (S') = var (EXK)

= £ var (X)
=Ê (E(X) - (EX)')
=Ê (p-p')
=n (p-p')
=mp(1-р)

k=1

k=1



Taylos expansion

distribution

X ~ Poi (1)

var (X) =

var (x) = 1

# Geometric distribution

деот(p) ~ Х
E[X] = Ikp(l-p)k-1

PIX=k] = (1-p)k- p

=P Exk) = power
051-p<1

= P (-(1-р))?

Lec 15

# Porsson

ELX] = = 1S

for k=1

x=1-р

x=1-P
it should
converge

=P



At. If XEN = EIXI = EPIX=KI EPIXBiS

# Conditional Expectation
aprion P, observation A,

ELX] = 2 xxPIX=x×]

PA = PC•IA)

EA = E(•IA)
(for discrete x )

E[X] = Z** PAIX =x* 1 = 7** PIX=** | A ]

varA (X) = EAL (X - E(X)) ]
= EI (X - E(XIA)) 1 A]
= EIX'I- (EAX)

Partition Thun Expectation Ver

PIA] = EPIANBA] = {PLAIBIP[B]
E[X] = {EIX 18] = {EIX|B*IPIB*]

# Joint Distribution

2XI. 5=R for discrete RVs Xx, Kelin
Let XCw) = (X,...., Xn) ER"

Recall dicerete:=countable codomam

which is still a discrete RV.
- Joint distribution

M* (A) = PIXEA] = PIX, =x, ...., Xn= xn]

=£ (1-psk
k÷0

=—
1- (1-P)

ELXIA]

=
(x,.... Xu)EA



MTI wext Monday
# Joint distribution

- no cheat sheet

Let X, Y be RVs 1 → 5.
s' → R

M$ (A) = PIXEAI = [ PIX=(x.y)]
"(notation)

Mx,y (A) =≥PIX=*-X=y]

Defue X(w) = (XCw), YIw))

=≥ Mx, y (E(x, y)3)

So flar is completely determined by all P[X=x, Y=y], yE ImeY)
~ "joint" = "margmals"

yEImlY)

½0 ½0 ½
Independent = Not independent

¼ coin flips 0 ½2 coin flips
Y

Say X,Y~Mxy. Can one recover Mx, per?
Mix (x) = PIX=×] = [PIX=×, Y=y] = E Mxx (x.y)

Say we know Mix, fly, is fixs recoverable?
½ 12

So not recoverable in general, but recoverable iff independent.
Them XiX indep # Mxy (x.y) = Mx (x) Mr (y)

Lec 16

(cont.)

(xy)EA

y4

(*y)EA ×3

crotation) E Mx, y (x,y)
(xy)EA



# With conditional

¼4

Y

(y) = unform
= PLY =y | X=1]
= PLY = y, X=11

= ⅙¼

Mx.y (x,y)
Myx (a, b) == PIY=bIX= a]
MxIY (a, b):= PIX= a |Y=b]

Ex. Given Mxit, find Ux+s
Mxty (z) = PIX +Y ==]

=ZPIX+Y=z, x=x]

=ZP[x+Y=z, X=x ]

=ZP[Y=z-×,X=x]
=≥ Mx.y (x, z-x)

MyIx=-1

PIX = 1]

Notation

XEImx

XE ImX

XE ImX



Discrete case: sufficient to just look at singletons {(x,y)} & S*S
Transformation formula

EL g(x, Y)] = EIg (%)] = 2 g(x,y) P[X=×, Y= y]

Conditional

Myex (x,.)

ELg(8)IX=×] = 2

=≥• g(x) P[*=*]

= PIY= •IX=×]
9(y) PLY =y| X=×]

E[g(x,Y)IX=×] = [ g(x,y)-PIY=y|×=×]

Independence

Ух.єХ. ...., хлєХ..
PIX, =xI,..., Xn= x=] = TPIX*=x=]

joint dist equals product of marginal

Lec 17

# Joint dist. (cont)
X, Y

(* = (x.%),SxS

(x.y) EIm(%)

* EIm(X)

y€ Im(Y)

dist



Ex. Z,. Zz,...
N ~ Poi (1) ild biased coin flips ] independent
Xes= I Encw a tof heads in fit i thips

#of tails in first N flips

1 = 10, p==
In general

→ EX =5 , EY =5
EX = 1p

> ELY|X= 100] 100 for fair coun Way off!= 5.
Because X.Y independent so ELY IX=100] = ELY] = 5

Doing the computation

Mx (k) = PIX=k] = 2 PIX=k, N=n]
=_PIX=kIN=~]PIN =n]

X~ Poi (Ap)
y ~ Poi (xq)

PIX=k. Y=j] = 2. P[X=k. Y=j|N=n]PIN=n]
n2 ktj

= PIX=k. Y=j|N= k+j] PIN= k+j ]

=P[X=k|N= k+j] PIN= k+j ]
=PLX=k|N= k+j] PIN= k+j ]

NIX=K~ k + Poi (*)

Y(w) = N -X

n>k

:
(9=1-p)

k+j



Contumous Prob

still applies
X: 2→ R
Ux (B) = PLX€B]

for (52, F, 1)
BSR
more specifically BEB =0 (intervals)
practically BE P(R)

we shall assume this for now

Def X is absolutely continous # I fx(t) >0, fx: R → To.os) ,
VBES, PIXEB] = Spfxit)dt

R wire
p= fx(t)
local density

mass of B = f8 fxt) at
Def such fs is the prob density func of X

discrete
PLX€ B] E PIX=×1 = 2 18(x). p(x)

ELX]= Sa x-fe(x) dx
ELg(X)I = Sa gHt) felts dt
Properties of fx:
1. fx (t) > 0

Typically fo needs to be stepwise cont.

2. Sp fx (+) dt = PIXER] = 1
3. Je facts at has to be well defined for all e

(assuming X is neat... sometimesX€ [-0.as] then this breaks)

Lec 18

# What

Analogy

continuous
=

notation



var X = EL(X-EX)] = E(x) - (EX)°
*' fx (x) dx - (EX)=

#Distributions

X~ Uniform (La, 61) → fx (x) = 5-a 14xELa,613

(= Sa
→> analogue to geometric

b-a dt =

× ~ exp (X) » Ix (x) = de-lt

EX = * (= S Iren at s... ouch by part)

E(X) = 1° t'le *t

s standard normal

e-* dt =:C

e'' dx) (Se e'% dy)

EX =

b

t.-

> R

= - -‡
at =...= "whatever that is "

R

С?=



radius of circle.

pre"l do do

= 2 T

1 do



#Cumulative distribution function
Let X be RV er
Fx (+) = PLX< +]

Properties of Fx: R → [0, 1]

1. Monotone increasing
2. lim Fxct) = lim PIX<+] = 1

= him PLEXE+3]

= tim PILExE+S] monotone continuity!= PER]
Generally:

Fx (t) = 0
4. Fx is right continuons

Thus Mix and F. uniquely determine each other
If X is absolutely cont. with density fx,

fx (x) da = fx (t)
foundamental the of calculus

Lec 19

X~B(p)

CDF
→ IP

I'p

3. lim
=1

t→-a
→



#Joint Dist

Contumous Joint Dist

X abs. cont. * Ifx (x),L fx>0PLXEB] = JB f(x) dx

* abs. cont. → If*: *= R, PLKEBI = SB f(E) di

= Spr tx (x) dx dix

If X~fx (X abs. cort.)

Analoguous to...

= Sa pC%) Mx (dx)
» ELe(x)] = J,P(x) fx (x) dx

X-fe (* abs. cont.) :

Lec 20

2 R
Consider:

*= (X,,..., Xn)

P
:

Mx=PoX°

R

P
:

R full generaling

If



Ex. 4 = 15 , BSIR"
Ely (x)] = PIXEB] = M (B) (indicator way)

Ex. X, Y ~ fxx given
S:= X+Y

(transformation formula)

Q: if S abs. cont.?
Exavine cumm. dist Fs (t) = P[s≤+]

fs = d Fs Ct)then

a PIX+Y<+]
= d P[ (X,Y) € B=

Isth depending on x and t
9 + (x) Ax

= So dx at

dx G'(t-x) A LT-*)

= Ir Ix.y (x, t-x) dx

G'(s) = fxy (x, 5)

Fact X,Y
Also =

indep, & abs. cont. w fx, fr # fx.
Ex* (t) = Jfe(x) folt-x) dx = (fx

(xy) = fx (x) fr(y)"convontion"

want
E(x,y)ER|x+y≤+ 3 ]

GLt -x)

=Ix+ (t)

*f= )Lt)



Ex. (x.Y) abs.
Q: can we get X w fx ?

ax fxor- 0o (xy)

= Ip dy fxx (t.y) «integrate over live
= Ix ct)

cont. w Txx



Recall jount cont. dist.

Mxx (B) = IB fxr (x,y) dxdy
E(g(x.y) I = Is g(x,y) fxr (x,y) dxdy

# Finding fx

fx. (x, y) = 3x by PIXSx, Ysy]
111111114>

#Conditional

Under PL-IX=y], there's cond. density fxity (.)
=fxiy (•ly)

PIXEB 1Y = yI = f8 fxy (xy) dr
ELgeY) I X=+ I - Jagly) frixit, y) dy

E [g(x,Y)I Y=s] = ELg(x,s) |Y=s]
= JR 9(x,s) fxir (x, s) dx

In discrete

...
Mxy (x, y)

= Их, ч (х.у)My(Y ) fxiy (x, y) =

fx. y (x.y)
fy(y)

Not defied
O «practical
Whatever you like

if falys so

if
= doesn't matter
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(x, y)

Dist

Cont

Def

formal

frly) =0



Fact if Y~ac. ta, PIY =a] = Jawhatever = 0

So... PIXEB I Y=+] = PIX€B, Y=+]€°PLY=+] <0

#Checking other things

RHS = Sa freys Ja fxir (xy) de dy

assume fr >0

= ax dy

fx4 (xy) de dy
= EL 1g(X)]
= PIX €B]

Thm Let X30 ELX] =

So conditioning still works!

I integrating non neg stuff

= IR Ja

Ix,y (x,y)

18(4)

= E[X]



# some shortcut for transformation
(X, , Xx) ~
$ R' → R°

$ (х, ст), Ха(ю))

Assume:
1. $ bijective
2.4 differentiable * locally linear,

Want fu., uz
→ If we want FxY...
" Try matrix calculus

approximate with plame.
representable by matrix — i fact Jacobian matrix
ф = [Ф, (xx)]

= local derivative

double integral & differentiate

dxz И (x. x2)

dx,

u. (х.. x2)

X2) € a ]

frike (x, X.) areal To) = fume (u, 42) - areal TI)

→ fume (u., 4z) = fx...x. (x. (u. 4.), Xe(n..u.)) • Tdet D(x, (4, 43), X Cu, us)) |

area so small,
density doesn't change

use determinant

fx. x2 (x. lu.,n.), | det D'CU. (x, X3), U, (x, X2)) |
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fx,,xe

=(И, сш),Us(w))

jacobiam =

дф.

Эх,
дф,

=x.
д Ф2

(x., X2)

: C
¿ф,

3xz

аф.
ax, ax,
- ax.

P[ (x.,

= Xe(n..u s)).



Ex. (X, Y)
with fxir

fx,, x2 (Ф (u., u2)) D$" (u., uz) |

R= Ix'+y=
@ = tan' (YIX)

Ф: Rº → [о, ∞) × [о, 21)

Ф(х, у) = $' (0,r) =
cost -rsio= det =r (cos'@+ sin'0) =r

fRo (r, 0) = fx.+ (× (0,10,
- =(x°+y?)

I det DAI

Clean up:

= independent of o. rotationally inverent

Turns out here & and O independent.

+ (1020 (e) = - 1ran - et
fole) fe(r)

= • I det

id
polarNo, 1) € [0,00)

€ [0,21)

Vx'+ y'
tam' (y(x)

rcoso
rsino

det DO Isio rcoso

y(o,r)).

271 • r

Proof:

check=



# Recall transformation trick
Ф(*) = й

X.Y u, v
Realise $(*+da) - (%) = [D*];

inverse fune than

• de

~ (my, local incrisation of t

Shortent fu,v (ü) =

# Multivar normal dist

=I det D(d) lal. fxx (%)

Single var:X~ N(0,1)
oX +b =: Y~ N(b,o°)
Multi*= (X.....,Xn) Xi id ~ N(o, 1)
Y=A. = linearly transformed

Ф: R" → R", Ф(%) = A-*also [DQ]* = A V* since of already linear

Lec 23

=

• fx.x (%)



where Xi = #i ф'(5)

I det Al NET
IS CA'A'S

I det AT JeT

EỸ = Ô

cov (yx ly;) =
each Xi centered, linear combo of them centered

= E Are Aji cou (Xel Xi)

=I Are Aje

= det A
= (det A)'

Ndet C = Idet Al

I interesting
det A

"covar matrix"

= (det Al

I det Al

I det Al e

C= AAT
det C

=: Clij



fE (5) =
multivariate normal dist

More general one com do 7: = AX + 5

Jdet C (J27)" symmetric positive definite matria

multivar normal RV vector

#Brownean motion, conditioned on destration

what's dist of height at tune t?



symmetric positive definite

(x, 4) jout normal C= [' 1] = p= cou (X,Y) = cors (X,Y)

Def Correation corr (X,Y) = Juarx-JuarY = normalise, so that corr jus
captures

Note cOV € (-00, 0)
com € [-1, 1]

in extreme case, corr (XIX) =
→ p must be in (-1, 1)

Question: what's conditional dist of Y given X=x

...very messy... try method @ let Z, X- NCO,1) rid
Y:= aX+pZ, adjust a, B st. Cxy = Léf]
cov (X, Y) = cov|X|aX+BZ)

= a cov (X, X) + B (X, Z)
=x = P

var Y = var (aX +BY)

13 var(r) = var(px +82) = 8+ß3 = 3=11-P°
then y=pX+ VI-pz

(safe to assume P#-1, p71 ?)

(X, Y) = N(8, C)

YIx-x = px + VI -p° ENco,1)
~ N(px, 1-p' )

→ frix (xy) = IT JI=pr
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# Ex.

cov (X, Y)

cov (X, X)
var X - = 1

80

viz. frix



methon E

fxix = J-pr

A Warning
X,..... Xn normal

Ex. p(xy) =

"it's totally trial"

they are jout normal

y:=
not joint normal

• Obriondy i 4 =1

Y': =
jount normal

24

- X



# Stochastic process
process on (5, F,P)

some space, like time evolution
(Xa (co) )asI typically

is a bunch of random outcomes from

Ex. 1. random walk (Sk(w)kzo Sn(W) = EXe(w)
S.(wy a single path, 1 realiation of " the process

XEr Bernaalli (0.5)

2. I=R° (XQ(W)) dER' = random landscape

If all Xa independent, we get noise

If we want object- like sunface, something more clever.

- Point process — make most Xi zero, and get spearse dots

= tie flower at sand places

# Brownion motion (BM)
(B, (ws) t70

Lec 25

Stoc.

I= N, R*

B$(w) Be (w)
R

BIER



Def B is a BM iff 1. Bo = 0

Increments of the process → (Bt, - Bto),
D.

all independent
and o variance = tue difference
Uk, Da ~ NO, tr-tk-s)

3. Vw, B.(w): t→ Bt(w) is continuous
~ N(o, ti)

then Bt. rts = NCo, tret.) ] so across time we- Bt. )

viz. future stol scales with Stime
scales with tunevariance

One construction:

X,(w) sin (kx) = take infinite

Large scale

fourier series
with random coefficient

at t ~ N(o, 10)

I closer to zero theslope of It closer to as

(Bta
Da

-Bt,),., (Btn- Btne)
Da

Notice Bto = 0
ther

D, = Bt,

to

Bt, + (Btz

i sittin ts te

(N(o.1)

JE arve
t

1



# Conditioned BM?

to arrive at y at tal
Bt ~? under B,=y? P L• I B, =y]

f8 1B, (x.y) = FB.B. (x, y)
(Bayes trick)

But B, = Bt + D
=* + D ~ N(x, 1-t)

fB. Cy)

fs. 1B+ (x, y) • fB+ (x)
fB, ly)

41-+ (y-x) Q+ (x)
4, (y)

So ElB+ IB. =y] = ty
var [Bt IB. =y] = t(I-t)

~ N (ty, t(l-t))

Force B.
What's

Notation P+ (x): = Jerrt

variance
=

=

ty + t(r-t) "brownian
bridge"



# Functional of
Ta € (0, 00] Thm IPI Ta <08] = 1

time until hitting a

o - if as ever show up in weighted aug... boom
prob of large Ta doesn't decay fast enough

> maybe median more reasonable here
Question: Ta~?

PL Ta st] = hopeless
Try:

I Clanding here I I
I strong markor property

Ta

P[B+ > a] = P[B+ > a, Tast]
= PCBe > a l Ta st] PLTa st]

at PITast] = a 2 PIB‹> a]

u=E du = #E

= 27 = (1-Ф(7))
= 2(-Ф (7)) (+9) =

Lec 26

BM

0s a
B. (w)

EL Ta]
Talw)

B.(w) .

dx
- и

SE du



Markov property:

# Central Limit Thm
I Pat sent one or present

Thr Given (X) ta iid. with furite ist and and moment
ie. m= EXe and o' = var (Xx) finiteSn (w) = [XI(w)

E Sn = nEXI
var Su = n•var Xx
Interested in En:=

= no?

S. - ES. I squeeze them backm= 0, 3=1
E Sn = 0
var Sn = 1 as can i austings

Then list Men a N (0, 1)
In other words:

PL 5, € La, 61] =Ф(Ь) - ф(а)

Applications

- Flip biased coin Ber (0.6) , n=100
PISn > 65] = P[ Sn-ES. y

Nuas 5n,

5. = N (0,1)

= 1 - ф(1.02)

small a

large a

( CLT)

= nm

Juas Sn

a JaT

, Juar 5n1



Convergence in distribution

I diminion meage« Vt, if FCt) not jump, Fx n(t) → Fx (t)

Ex. X: RV
Fxn (t) 1>

Xn (w) = X(w) + n

PIX + =<+]
"

Fx (t-4 )

Thus these equivalent
1. Xantox

nsa Fx(t-I) = F(t) 7 F(t) of Fxct) jumps

A cannot say EXn
converge because
4(x)=x not boundedI if Xerpen, Xop,

2. Vy, op cout. and bounded, ELy (X)] no EI 4(X)]
L finite range bounded top if bottom2. VtER, Eleitx] - ELeitx ]

E L cos tX] +i E[ sin tX]
C(x) = et* = costx + isin tx

Fourier transfom of X
Ex (t) = Eleitx] € c
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# General Framework

Given X

Def X.
In → 00

==X

Fx (t)
"P[Xust]



CLT Xn id m, o furite
Sn " NCo, 1) # Vt, PLS, <+) nos

Fact If Xn, X € 7

Ф,(x) ax = $, (t)

→ 9, (b) - E(a)

Xu no X →> VKEz P[Xu=k] =not P[X =k]
for discrete case, just check jump pouts

Law of small numbers aka law of rare events
Fix n. X,,..., Xn üd ~ Ber (4)

5n= EXi ~ Binom (n, 1) do ESa=1
Question Sn =→ão?

PLS. =k] = (4) (7) (1- 1)*

(1-7) (1-1)*

rare event "poussion approx. of binomial"

4 In general (1+#)".

t

noos

(n-1)... (n-(k-1))

(1)

= k!



PL Lt ss ]
=IP[ not hit O btwn s and t]

= PL Ns,t ]

last time visit o
= Prot BM hit x within (t-s) time] fe, (x) dx

= IR PIT. > t-s I fe, (x) de

• PL Tx > t-s 1 fB, (x) dx

HW Hint

Lt s t



# Recall convergence

Xu won X → Fxult) we Fxits for t without jump in Fx
→ Fxult) noã Fault) = pe (-0, +]

→ Funlt) → Fut) It with p(sts) =0,

u(B) = PoX" (B)
FxCt) = PIX=+] = j (-0, +]

Un
no jump

Ex. X.,..., X. iid with m, of <as
Sn 1 N(o, 1) # Vt, PLS. st ] = -» 4. (x) dx = $C+)

#CLT with error bound
(cubic variance

Given Xi..... Xin iid with finite m, o', 9= E[Ix-EXI$]
→ IP[5n<+] - @(t)| ≤En:=
* P[Sn<t] = @(t) I En
Ex. Xin iid ~ Ber (s)

In on smaller 8, smaller error
I very slow decay

0=4 8=8

PISn > 55] = PLS. > 50-50
= PL Sn = 1]
=1 - Ф(1) + 50 #3
~ 1 - 0.84

€ 1=016, 0.46]
0.0

If take n=10000 get 0.16 $ 0.03
0.16 I 0.003
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n: = 1090
m ==

I En
‡ En

1000000



# Review prob exampe
XI.n iid ~ Uniform Lo, a]
In = max (X....., Xn)

a ie. (a-Zn) não 0
Consider Un = n (a-Zn)

Cleim Un não exp (x)
Proof WTS FunCt) -não Fexpers (t)

Funct) = PIn(a-Zn) st ]
=P|Zn>#+a]
= 1-P[zn =a-$]

= 1 - (PLx, sa-#])"

= 1- (1- na)"
=1- e at

him (1+3)" =et

So X = à
Un ~ exp (a)

#Another

X...n iid ~ exp (x) Sn= E Xi

Nt(w) =
→ partial sum wait sime

# of points st

não samples
trial

a
"

T-eitt

= |=

Se S3
Sk Skel

NtEN



Claim Nt ~ Poi (x)
PINt = k] = Pl Sk st, Sk > + ]



#RV value convergence

Хл, X
Def @Xn nsão X "surely" »tw, X,(w) noã X(W)

Lets mates seuse, but not ofen used
& Xn não X "P-almost sunely" → PEEwl Xn(w) não XCw) 3] =|Tallow for non-emptynon-convergence

LP " »ELIX.-XI'] = o for fixed p=1
eg. ELIX.-XII non 0 with p=1

OX. no X "in probability" → 4870, PLIXn-XI > 8]

Xn=X+ n

The weak llN cwlN)
(Xn) nak

‡ XK
EXA] Em var XX 45 o eos, cou (Xi, X;) =0

no m in L' (and thus also in prob)

= EL# ([(Xk-m))']

=# var[E%,]
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Xnno X "in

Ex.

→

Xn 3x



Chebysher's Inequality

= all covariances o

• L' convergence

for p>0, c>0,
PLIXI = c] = ELIXI]
Intuition: consider p(x) = C.1 (x)

Alternatively...

C° P[IXIC] = E[Q(X)] < ELIX/]
PLIXIC]E ELIXPI

PLIX.-XI>8] < $ELIXn-XII

=to not

Ix°



#Chebysher Application

Recall PLIXI=e] =d ElIXI'I for pro
Let X be RV, ELIXII =o (→ feels like
→ Maybe Vw, Xlw) = 0 ? False!

X(w) = 0 or... PLX = 0] = 1)

Counteresample: RusTo, It w-as unite (laugh of 8 STON)
EIXI = EX = 1•PEx= 1] + o•P[x = 0]

But 7w, Xew) 7 o

→ Instead P[X= 0] =1 → PLX = 0] = 0

{1X1> 03 = 44X1*#3
(→ Let we ElXI >03.

Pick lange enough & st.Then we rHs

Observe LEIXI> E3 is monotone &IXI> ESS &IXI» Es for keak.

# Jensen's Inequality
Let 4(x) be convex

Thm ELp (x)] > q(EX)
X be RV with furite EX.
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= P[{0.53]
=O

(E) Trivial

=0
=0

func,



Def convex fune take authen points,
goes below curve

always cont, diffable at
most points

alt: try, make line and push up a support live ly,
- ly (x) < Q(x) Vx
- ly (y) = 4(y)
convex if by we com make such line

(x) > ly (x) = p(X) I ly (X)
» ELp(x)] > Elly (X) I = a EX + b

choose y = EX
=ly (EX)

Moments

with pal, ELIX'] is pth moment
ELIXI'IF =IlXIp is pth norm

EXI ELIXII <O}

f 1594p then 1°= 1°
convex

Choose 4(4) = 1x14, Y= 1X19
Then EL (1X19,9] > (ELIX197)'0

ELIXIS ELIXITE

ie. l' 3 1 3 1'
so frite higherth moment
→ finite lowerth moment

looks like

Proof I for Thm)

= ly (y)
= 4 (y)

=4(EX)

1°:=

Claim



Poission Process

# Time intervals

Inter arrival times

-Te= To Arrival count before t
Arrival times (Tx)ks = not mdependent!

shown fT. (x) = 16010) (x) De-te (Ax)'(r-1) !

max (max Enzl 1 Tr st 3, 0)

shown PINt =k] = est (xt)*
= P[Tk st, Tet =+ ]

then condition on Tr

# Markov property t
It, the provess after t is still a poi(1) process and is
independent from what happened before t.

In, wort. PL. INt=n], (Xi)kz, iid ~ exp(x)
viz. IX'k)kz1 indep of Nt.

Pret Observe Xe, Xs,...

how is X. - exp(1) ?

I this actually is not ~ exp(A), sunce Nut depends on other X
in fact Tanger them exp(x)
heuristic: more chance to put t in big gop given those gaps
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(X) k31 lid ~ exp (X)

• Tn:=

@ Nt:=

k=1

Then

IX, X, ...T, Ta ...
Ixi xi

ind ~ exp(r)

XNTH TNETI TNt+2



| N+ =n] = PL X >5, Tnst,

Xuts>S+(t-x) & depends on o(X...., X-)
indep freem Xi,.... Xn

Then (simplified version)

(Nt, (Nt+s - Nt)) indep
poi (At) poi (As)

Poission process I counting process completely characterised by:

Nt. Nta-Nt., Nt3- Ntz, ... indep
Poi (1(ta-t.)) Poi(N(ts-t.))

Next step WTS from this def we recover exponential interamival time

Pix'i>s Tra»s ] PLN+=n]

Xn+s

Def



Point process (locally furite)

# Modelling

Assume finite - funte it of points in finite interval
(Nt):= # pounts in (0, t)
(Tr):= location of kith point
Xe i= dist btwn points

Nt,. Nta-Nt,, Nta-Ntee...
all a Poi (1 (tk-tk-1))

iid ~ exp (1)

w.rt. PI.INt=n], (X'k)kz1 ~ iid exp (x)

Proof @ counting process def=@exp(x) def

X. i exp (x)
PIX, ≤ t] = 1-PIX. <t]

=1-PIN+ = 0]
=I -est At)°О!

=1-ést = CDF of exp (X)

PL • IN+=n] = under this, what's dist of (T.,... In)?
Make n points Uin in Unif lo, t] iid, then enumerate them

Vi,..., Vn
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iid

Recall x'
TNE+ Trea

, X3.
T3

Fact
T. Ta ... Tn

in order



single processor

Interested in dist of queue length.
quene length € IN

intial load
gets into equilibrium

fixs in 0(x) as x=0 → fix = 0
1. x° = f(x) is 06x) as (x→0)

so x' = 0(x) as x→0

2. f(x) = xx

3. 0=fex) =G(x) and g(x) is O(x) = fex) is 06)

is not 06x)

Checking differentiability
f(t+x) = f(t) + AX +r (x)

r(x): = f(t+x) - fct) - ax

f diffable at t with deri a « r(x) is 0(x)

Proof F(x) = f(t+x-FG) - ax = f(t+*) -fGt) - a

r(x) → → f(t+x) - fct) -a →0

# Queues

random
arrival time

random
process time

Recall

write



f diffable at t with derivitive a iff
f(ttx) = f(t) + aX + 0(x)

f(x)= x'+2

f(x) = ax,

= fCx) is o(x)
"goug to o faster tran x as x»o

x #0 = f(x) is not o(x)
fig both o(x) = fcx) + g(x) in oCx)
Offa9 und g is ofk) → f is o(x)
O(x) . x.o ° Cotherwise ox) +0
e*= 1 - 1x +
Ixe* = Xx - Xx°

#Poission Provess Charorterisation

Let (Nt)+ be point provess with indep merements and It,
1. P[N++x - N+ =1] = PLAN =1] = \x +0(x) as x→0

not mame foruts at2. PLAN >2] = 0(x) +
II and I umplies this3. P(AN= 0] = 1 - Ax

E approx. constant intensity, withsmall toeranle
most of the timeno poirt .

Claim Nt ~ Poi (xt)
Let k= 0 • PLNt =kJ =: Pk (t)

§ Nt+x - Ne
PkLt + x) = P[N**x = k, AN = 0]

= P[N+

(Nt) is Por (X) process
can we fund p'ect)?

=k, AN =0]
+ P[N+*x = k, AN = 1]
+ P[ N+** = k, AN > =]
+ P[N**× = k, AN = 1]
+ PL Nt+x = k, AN > =]
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#Small-O

Recall

Ex

0(x)

+ Ax o(x)

(at t=0)

=Xx + 0 (x)
O(x)

AN

+ o(x) t+x

and



= PIAN =0 | N+=k ] P[N+ =k] = k , AN =1]
= k , AN > ≥}

§P[4N=2]

px(t) + (Ax +o (x)) Pk= (t) +0(x) = Pz(+)

=(1-1x+0(x)) px(t)' + P[N+ =k-1, AN=1] to(x)

= (1-1x +0(x)) px(t) + PCAN=1| N+=*-1]PLN+ =K-1] + o(x)
=(1-1x+0(x)) px(t) + (Ax +o (x)) Pk-(t) +0(x)

-p+ (t) = 7-1x+0(x))

= - Xp k (t) + 1 pk., (t) + D(X)

- Xpk (t) + 1 pk., (t)

p'k (t) =
p'k (t) =

p.(o) = P(No=0]
po(k) = IP (No=0]

1.1 00.
0 1-2°.
001-1...

Po (t)]
p. (t)
P2 (t)

:

Hk30 , Pk(t) =

* x = 0 these don't exist

Px (++*)

+ PL N+*x
+ PL Ne*x

0€
ô(x)

=.°

= p'k (t)

-Xp x (t)+ 1 pk-r (t) for k=1

-Xpk (t) for k= 0

af p(t)=
pólt)|
P,'(t)

Pi(t)
=

=1
for k21

!solve

→ - A (x+)*
k!



#M/M/1 Queues
exponential dequene

M/M/1

exponential enquene 1 processor to dequene

Qt(w) — queue size at time t

Ti, Ta,... ~ Poi(s) process enqueue time
(Sk Itzs id- exp(u) service time

Assume 1»1

~ exp(A) because we can condition on Tk

=J. PCS, =u IfT. (t) oft

=I° e-Mn frict) at
=e-hu
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T. TaIp.* Ts Ta Poi (1)

Indeed

mused
Sa

I indep
Poi (p)S".

Sk



Distribution of Ot EN

Rewriting trick:

PLQt = k] = pk(t)
Consider k≥1

Mat = p(t) =

p< (t+x) = P(Qetx =k] AN = Ntx - Nt
count currives by

(N+)

= P[Qt =k , AN =0, AM = 01
+ P[Qt = k-1, AN =1, AM=0]

AM = Me+x-Me

+ P[Qt = k+1,
+ P[Qt+x

AN = 0, AM=1]
AN =1, 4M=1]

+ P[Qtt=k, AN =2, 4M =2]
< PLAN 72] + PLAM =2] which is sinall
< 0(x)

= PL AN =0, 4M = 0 | Q+=k]P(Qt=k]

+: smilar
= PLAN=0]PLAM = 0] P(Q+=k]

* : smilar
= (1-Ax +0(x)) (1-Mx +0 (x)) Pk(t)

+(Ax + 0(x)) (1-MIx + 0(x)) Pk-s (+)
+(1-18+0(x)) (ux + 0(x)) Pkrr (t)

+ (Ax + 0(x)) (px + 0(x)) PK (t)

= Pk(t) - (x+p) x Pk(t) + 0(x)
+ Xxpri(t) +0(x)
+ Mxpr+ (t) + 0(x)+ 0(x)

#

pilt)

→
(Mt)

=k,



as x→0.

+ Xxpk (t) + 0(x)(t) +0(x)

(PolE*x) -pe(ts) → (-(x-pe) pact) +1 prEt) +M pru(t) )

1-(A+4) M 0
1- (A+p) M

» - (s+p) M
:

aways converge to equilibrium distribution
with = p(t) = 0 for p(t)

Xpk+s+ 0(x)

at p(t) = p(t)

Fact

: ...
Qt
Solve dt



# M/M/I reminder

Last time:

Poial departures
arbitary dist in IN

random intial queue size

- \ 0
1 - (A+р) M

1 - (A+р)

#soling this
Thm I! solution $(t) = Le*^] $co)

I! T*, p(t) too IT*

distribution evolue

T'

$(o) =1*. Then It, p(t) = T*
a p(t) =õ = A pt) = AT* = 0

solve for TI*,
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Quering

Process

1So?
Poi (x)

Sz p=1
On Tos

Po(t)
pi (+)

p''(t) =

. -

: 2 - (X+р)

po (t)

pi(t)
pe(t):

We know

p(t) = p(t)

PLQo= 0]

plo) = T

Consider



0 = - 1П.*

0 » П* = (2) 7*
0→ T = 7 П.*

T.* =
Th = 11-2117
T- geom (1-7)
PIT =k+1] = (7)*' (1-7) = P[Q=1]
Let Q = T -1

so 7* -Q
EQ = M-s

(1-7)
To simulate stable queue generate Qo ~ TI*

# Markou Property

var Q = var T =

Process (Xt) has Markou of (equalent defuntions)

:

= To
= T.

k70

So

Let



2. The future depend on only the present among E past, present?
present past

Ex PIXA> yIN+ =2, T,=x] = PIXA>y | N+=2]

Fact Poi process, quering process, BM all have this property

Det Strong Markow property

If the Markow property is still the for random tie.

Song Maiden intes fied tandom time eg. Ta
They this holds if To doesn't depend on own future

"stopping time"

One fast eist te the dependo
be further visit to o before t.

not a stopping time!

Tit he the don't mater nee
stopping time

I'M queuetant of service of kit customer
stopping time

events

Ex.

cannot

—

(see HW)



Kolmogorov's 0-1 Law

"In the realm of abstract nonsense"

How does one justify the existence of randomness?

How does random, chaotic, independent agents give rise to deternism
→ Statistical mechanics
→ Fluid
→ Economics
* Population dynamics

Full randonness to complete deterministic
# Definations

abstract RVS state of some system
state I I space

= events depending on Xo on they areIf Xx know,in 0(X) or not

Think: K-time
5 - R
B - intervals

0(7) = {EW|*WEBS I BEB}
(X., X2)

Note o(X.)uo (X2) ≤ 0 (X,, X2)
o (0 (X.), o(X2)) = 0 (X,, X2)

X,.....Xn,
Fn: = 0 (X,,..., Xn)

= "sigma field up to n"
= "observable events when knowing X.,..., Xn"

F":= 0 (Xn+....)
= "after time observable events"
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Consider

o (X,, X.):=

(o-field)

Consider Xntr,...



Fos := 0 (X.....)
= "all observable events"

nF^

Ex. X.,... ER
A = Ew| 7 infintely k st. Xx (w) =03

it doesn't depend on any fute collection of Xts.
Ex. A= {wl Xxcw) → a3

convergence only depends on tail
Observe F*£F"&Fa

#Kolmogorov's

Consider indep. RVs (X)31 indep
Then AEF* » P(A) € 20,13

Proot

independent from F"

So o(X),..., 0(Xn) and F* still indep sunce F*SF"
)Then o (X.)....

o (X.).....

Then F* o (X, . ..., X. )
=Fo
Fa >AE F*

PLAnA] = PLA]PLA]
PIA] = PCA]?
PLA] € 10,13

, so A indep with itself

Anything in F" is indep with itself!

F*:= 1

Consider
о (X.) .... F"

• 5 (Xn+
o (Xn+z)

indep
indep F*

F*
indes, Un

But Fas indep Yet


